
  

EMSO implementation and operation: DEVelopment 
of instrument module 

Grant Agreement 676555 INGV PUBLIC 1/44 

 

    

 

DATA MANAGEMENT   ARCHITECTURE DESIGN 
D6.2 

 

Document identifier: EMSODEV-D6.2_V1.3 

Due Date of Delivery to EC M12 (August 2016) 

Dissemination level PUBLIC 

Actual Date of Delivery to EC 23/10/2016 

Document date: 30/06/2016 

Deliverable Title: 
Data Management Platform Architecture 
Design 

Work package: 
WP6:Data management platform and 
related services 

Lead Beneficiary: INGV 

Other Beneficiaries 
IFREMER, HCMR, CSIC, NERC, MI, UniHB, 
IPMA, GeoEcoMar, ENG 

Authors: 

Marco Pappalardo, Pasquale Andriani, Lucio 
Badiali, Raul Bardaji, Rafael Bartolomé, 
Juanjo Dañobeitia, Oscar García, Alex 
Hardisty, Robert Huber, Leandro Lombardo, 
Massimiliano Nigrelli, Dario Pellegrino, 
Jaume Piera, Markus Stocker 

Document status: Final 

Document link: 
https://emdesk.eu/shared/580dbaa340c7c-
6f4cf028ffb3329204047319c7981459  

 

 

Ref. Ares(2016)6069938 - 24/10/2016

https://emdesk.eu/shared/580dbaa340c7c-6f4cf028ffb3329204047319c7981459
https://emdesk.eu/shared/580dbaa340c7c-6f4cf028ffb3329204047319c7981459


 
DATA MANAGEMENT PLATFORM 

ARCHITECTURE DESIGN 

Doc. Identifier: 

EMSODEV-D6.2_V1.3 

Date: 30/06/2016  

 

Grant Agreement 676555 INGV PUBLIC 2/44 

 

 

History of changes 

 

Version Date Change Authors 

0.1 30.05.2016 ToC completed. First issue of document. M. Pappalardo 

0.2 15.06.2016 Revised ToC. Inserted Sections 1 and 2. M. Pappalardo 

0.3 28.06.2016 Inserted Section 3. M. Pappalardo 

0.4 31.08.2016 Added  Sections 4, 5, and Annex A. 
P. Andriani , L. Lombardo, 
M. Nigrelli, D. Pellegrino 

0.5 07.09.2016 Added Sections 6 and 7. 

R. Bardaji, Rafael 
Bartolomé, J. Dañobeitia, 
Oscar García, Alex 
Hardisty, Robert Huber, 
Jaume Piera, Markus 
Stocker. 

0.6 09.09.2016 Finalized Section 2. Added Section 8. Full revision. M. Pappalardo 

0.7 16.09.2016 
Internal Review. New version after proposed changes 
integration. 

M. Pappalardo 

1.0 22.09.2016 First issue released. M. Pappalardo 

1.1 03.10.2016 Executive Board Review  

1.2 06.10.2016 Editing and Proof Reading Mairi Best 

1.3 20.10.2016 Integrating comments from ENVRI+ community M. Pappalardo 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Copyright notice:  

Copyright © EMSODEV 

For more information on EMSODEV, its partners and contributors please see http://www.emso-eu.org/ 

This work is a result of the EMSODEV project that has received funding from the European Union’s Horizon 2020 research and innovation 
programme under grant agreement No 676555. The publication reflects only the author’s views and  the Community is not liable for any 
use that may be made of the information contained therein. Neither the EMSODEV consortium as a whole, nor a certain participant of the 
EMSODEV consortium, warrant that the information contained in this document is capable of use, nor that use of the information is free 
from risk, and accepts no liability for loss or damage suffered by any person using this information.  

 

http://www.emso-eu.org/


 
DATA MANAGEMENT PLATFORM 

ARCHITECTURE DESIGN 

Doc. Identifier: 

EMSODEV-D6.2_V1.3 

Date: 30/06/2016  

 

Grant Agreement 676555 INGV PUBLIC 3/44 

 

TABLE OF CONTENTS 

 

1. EXECUTIVE SUMMARY ....................................................................................................................... 5 

2. INTRODUCTION ................................................................................................................................. 6 

3. THE ENVRI REFERENCE MODEL ................................................................................................ 7 

3.1. OVERVIEW ................................................................................................................................. 7 
3.2. OPEN DISTRIBUTED PROCESSING ............................................................................................... 7 
3.3. FROM ODP VIEWPOINTS TO ENVRI SERVICES ........................................................................... 9 
3.4. EMSODEV SERVICES OVERVIEW ............................................................................................ 11 

4. EMSODEV SCENARIO ANALISYS ........................................................................................................ 17 

4.1. DATA ACQUISITION PHASE ....................................................................................................... 17 
4.2. DATA CURATION PHASE ........................................................................................................... 17 
4.3. DATA PUBLISHING PHASE ......................................................................................................... 19 
4.4. DATA PROCESSING PHASE ....................................................................................................... 19 
4.5. DATA USE PHASE ..................................................................................................................... 20 

5. ARCHITECTURAL DESIGN OF THE EMSODEV DATA MANAGEMENT PLATFORM ................................... 22 

5.1. GENERAL DESCRIPTION OF THE SYSTEM ................................................................................... 22 
5.2. DMP ARCHITECTURAL COMPONENT INTERACTIONS ................................................................... 23 

5.2.1. Raw Data Collection .................................................................................................. 23 
5.2.2. User request brokering .............................................................................................. 24 
5.2.3. Batch and real-time processing ................................................................................. 26 

5.3. IT INFRASTRUCTURE FOR DMP ................................................................................................ 27 
5.4. EMSODEV DMP API ............................................................................................................. 28 

5.4.1. API supporting tools .................................................................................................. 30 
5.4.2. EMSODEV REST API Security ................................................................................. 30 

6. DATA MANAGEMENT PLATFORM TOOLS .......................................................................................... 32 

6.1. MODULE FOR OCEAN OBSERVATORY DATA ANALYSIS (MOODA) .............................................. 32 
6.1.1. Direct data access with complex query capabilities .................................................. 33 
6.1.2. Data filtering methods based on metadata information ............................................. 33 
6.1.3. Summary reports ....................................................................................................... 33 
6.1.4. Expandable data analysis and visualization tools for different scientific disciplines . 33 
6.1.5. Open-source software ............................................................................................... 34 

6.2. SENSOR MONITORING DASHBOARD (SMD) ............................................................................... 34 

7. INTEROPERABILITY WITH EXISTING EMSO REGIONAL DATA NODES ............................... 35 

7.1. ACCESS TO ARCHIVED DATA .................................................................................................... 35 
7.2. ACCESS TO REAL TIME DATA .................................................................................................... 36 
7.3. INTEROPERABILITY WITH INTERNATIONAL INITIATIVES ................................................................. 36 

8. FINAL CONSIDERATIONS .......................................................................................................... 37 

9. REFERENCES .............................................................................................................................. 38 

ANNEX A. EMSODEV DATA MANAGEMENT PLATFORM API ........................................................ 40 

 



file:///D:/Progetti/EMSODEV/D6.2/20160922_D6.2_Data%20Management%20Plaform_v.0.9.docx%23_Toc465007792


 
DATA MANAGEMENT PLATFORM 

ARCHITECTURE DESIGN 

Doc. Identifier: 

EMSODEV-D6.2_V1.3 

Date: 30/06/2016  

 

Grant Agreement 676555 INGV PUBLIC 5/44 

 

 

1. EXECUTIVE SUMMARY 

This document is the EMSODEV Data Management Platform Architecture Design D6.2 Deliverable 
describing the design concept underlying all features and services provided by the Data Management 
Platform for data acquired, processed, archived and distributed during the whole project lifecycle. 
This document is a formal deliverable for the European Commission, applicable to all members of the 
EMSODEV project, beneficiaries and Joint Research Unit members. 
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2. INTRODUCTION 

As stated in the contract, D6.2 addresses Task WP6.2 Data management platform architecture 
design. 

This document provides the definition of the data management platform architecture design 
according to the ENVRI Reference Model. The architecture will integrate regional EMSO nodes’ data 
infrastructures based on international standards.  

The data management platform will enable easy and user friendly access to EMSO data and provide 
data processing, transformation, visualization and analysis functionalities. These functionalities will 
be integrated within the architecture through a set of common services, in compliance to the ENVRI 
Reference Model. 

The architecture includes the definition of all the functionalities that the platform will offer, the 
interconnections between all the modules that compose the architecture, the stakeholder map and 
their roles in the whole data management process. 

 

This report is structured as follows: 

1. Section 2 contains this introduction to the Deliverable. 

2. Section 3 provides an overview of the ENVRI Reference Model.  

3. Section 4 analyzes the aspects of EMSODEV scenarios related to Data Management Platform. 

4. Section 5 depicts the Architectural Design of the EMSODEV Data Management Platform. 

5. Section 6 describes the Data Management Platform Tools. 

6. Section 7 discusses the interoperability issues with EMSO Regional Nodes. 

7. Section 8 contains the final considerations. 

At the end of this Report also an Annex is provided (Annex A). This reads the detailed Application 
Programming Interface (API) for the EMSODEV Data Management Platform.  
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3. THE ENVRI REFERENCE MODEL  

3.1. Overview 

The objectives of ENVRI were born from examining the design of the six ESFRI environmental 
Research Infrastructures (ENV RIs), (namely EMSO, ICOS, EURO-Argo, EISCAT-3D, LifeWatch, and 
EPOS) in order to identify common computational characteristics and develop an understanding of 
specific requirements through observations. 

 

Throughout the study, a standard model, Open Distributed Processing (ODP), is chosen to interpret 
the design of the research infrastructures, and place their requirements into the ODP framework for 
analysing. The document reports the initial results from this study. Briefly, from the aspect of the 
ODP Engineering Viewpoint, the architectural characteristics of the RIs have been examined, and five 
common sub-systems have been identified: data acquisition, curation, access, processing and 
community support. Secondly, from the aspect of the ODP Computational Viewpoint, we looked at 
each of the six RIs in detail and identified the common functions and embedded computations they 
provided. Matrices have been used for comparison. Definitions of functionalities have been provided. 
Finally, from the aspect of the ODP enterprise viewpoint, four common communities were identified 
and the community roles derived. 

 

The contribution of this work to environmental science research infrastructures is threefold: 

• it investigates 6 ESFRI RIs, which are a collection of representative research infrastructures for 

environmental sciences, and provides a projection of Europe-wide requirements they have; 

identifying in particular, those they have in common; 

• it experiments with ODP as an approach in requirement analysis, to serve as a common 

language for interpretation and discussion to ensure unifying understanding; 

• the results from this study can be used as an input to a design or implementation model. 

Common services can be provided in light of common analysis, which can be widely applicable 

to various environmental research infrastructures and beyond. 

Starting from the identification of the common requirements of the ENV RIs, the ENVRI RM finally 
reached the goal to produce a common model for them. Throughout the study, ODP had been used 
as the analysis framework, which serves as a uniform platform for interpretation and discussion to 
ensure a unified understanding. 

The benefit of using the ENVRI RM (inherited from ODP) to analyse the requirements for 
environmental research infrastructures is also threefold: 

• to use a standardised language to interpret the design of research infrastructures which helps 

to unify understanding; 

• to provide a gentler pathway to link real-world systems to an ODP model world; 

• since the ODP framework is created to help designers deliver a practical architecture which 

leads to concrete implementations, using ODP concepts for requirements analysis can help us 

to drill down to details and identify essential problems. 

3.2. Open Distributed Processing 

Open Distributed Processing (ODP) is a framework for specifying systems, whether distributed or not. 
It enables implementation of a reference model (RM-ODP) in computer science, which provides a co-
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ordinating framework for the standardization of open distributed processing (ODP). It supports 
distribution, interworking, platform and technology independence, and portability, together with an 
enterprise architecture framework for the specification of ODP systems. 

The RM-ODP view model provide five generic and complementary viewpoints on the system and its 
environment. RM-ODP, also named ITU-T Rec. X.901-X.904 and ISO/IEC 10746, is a joint effort by the 
International Organization for Standardization (ISO), the International Electrotechnical Commission 
(IEC) and the Telecommunication Standardization Sector (ITU-T). 

 

Figure 1 - The RM-ODP view model. 

The RM-ODP is a reference model based on precise concepts derived from current distributed 
processing developments and, as far as possible, on the use of formal description techniques for 
specification of the architecture. Many RM-ODP concepts, possibly under different names, have been 
around for a long time and have been rigorously described and explained in exact philosophy (for 
example, in the works of Mario Bunge [R27]) and in systems thinking (for example, in the works of 
Friedrich Hayek [R28][R29]). Some of these concepts — such as abstraction, composition, and 
emergence — have recently been provided with a solid mathematical foundation in category theory. 

 

RM-ODP has four fundamental elements: 

• an object modelling approach to system specification; 

• the specification of a system in terms of separate but interrelated viewpoint specifications; 

• the definition of a system infrastructure providing distribution transparencies for system 

applications; and 

• a framework for assessing system conformance. 

The RM-ODP family of recommendations and international standards defines a system of 
interrelated essential concepts necessary to specify open distributed processing systems and 
provides a well-developed enterprise architecture framework for structuring the specifications for 
any large-scale systems including software systems. In terms of compliance to standards, RM-ODP 
consists of a set of basic ITU-T Recommendations and ISO/IEC International Standards. 
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3.3. From ODP Viewpoints to ENVRI Services 

Most complex system specifications are so extensive that no single individual can fully comprehend 
all aspects of the specifications. Furthermore, we all have different interests in a given system and 
different reasons for examining the system's specifications. A business executive will ask different 
questions of a system make-up than would a system implementer. The concept of an RM-ODP 
viewpoints framework, therefore, is to provide separate viewpoints into the specification of a given 
complex system. These viewpoints each satisfy an audience with interest in a particular set of aspects 
of the system. Associated with each viewpoint is a viewpoint language that optimizes the vocabulary 
and presentation for the audience of that viewpoint. 

Viewpoint modelling has become an effective approach for dealing with the inherent complexity of 
large distributed systems. Current software architectural practices, as described in IEEE 1471, divide 
the design activity into several areas of concerns, each one focusing on a specific aspect of the 
system. Examples include the "4+1" view model, the Zachman Framework, TOGAF, DoDAF and, of 
course, RM-ODP. 

A viewpoint is a subdivision of the specification of a complete system, established to bring together 
those particular pieces of information relevant to some particular area of concern during the analysis 
or design of the system. Although separately specified, the viewpoints are not completely 
independent; key items in each are identified as related to items in the other viewpoints. Moreover, 
each viewpoint substantially uses the same foundational concepts (defined in Part 2 of RM-ODP). 
However, the viewpoints are sufficiently independent to simplify reasoning about the complete 
specification. The mutual consistency among the viewpoints is ensured by the architecture defined 
by RM-ODP, and the use of a common object model provides the glue that binds them all together. 

More specifically, the RM-ODP framework provides five generic and complementary viewpoints on 
the system and its environment: 

I. The enterprise viewpoint, which focuses on the purpose, scope and policies for the system. It 
describes the business requirements and how to meet them. 

II. The information viewpoint, which focuses on the semantics of the information and the 

information processing performed. It describes the information managed by the system and 

the structure and content type of the supporting data. 

III. The computational viewpoint, which enables distribution through functional decomposition on 

the system into objects which interact at interfaces. It describes the functionality provided by 

the system and its functional decomposition. 

IV. The engineering viewpoint, which focuses on the mechanisms and functions required to 

support distributed interactions between objects in the system. It describes the distribution of 

processing performed by the system to manage the information and provide the functionality. 

V. The technology viewpoint, which focuses on the choice of technology of the system. It 

describes the technologies chosen to provide the processing, functionality and presentation of 

information. 

In ODP, the purpose of the Engineering Viewpoint is to identify and specify the structuring 
mechanisms for distributed interactions and the functional elements. It concerns the architectural 
features of an infrastructure. 

The structures of the studied RIs can be divided into sub-systems based on functions and locations of 
computational elements. For the purposes of this document, each sub-system is defined as a set of 
capabilities that collectively are defined by a set of interfaces with corresponding operations that can 
be invoked by other sub-systems. An interface in ODP is an abstraction of the behaviour of an object 
that consists of a subset of the interactions of that object together with a set of constraints on when 
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they may occur. Sub-systems are disjoint from each other. Five common sub-systems are identified: 
data acquisition, data curation, data access, data processing, and community support. The order of 
these sub-systems is irrelevant. 

The data acquisition sub-system collects raw data from sensor arrays, various instruments, or human 
observers, and brings the measurement and observation data streams into the system. Note, ENVRI 
is concerned with the computational aspects of an infrastructure, thus, by definition and for many 
RIs, the data acquisition sub-system starts from raw sensor signals being converted into digital values 
and received by the system. It is also true that other RIs can also acquire processed data, or data 
products, as their “raw data” and further process these. This is the case of LifeWatch. This is also one 
of the motivators for the life-cycle introduced in ENVRI RM 2.0, where data use feeds back into data 
acquisition. So, the output of data use in RI X can be the input of data acquisition in RI Y. This output 
may be data products, processed sensor signals. Anyway, in the first type of RIs there are many 
activities related to raw data “provisioning” including, defining data acquisition protocols, design and 
deployment of the sensor instruments, and configuration and calibration devices, which are crucial 
tasks for data acquisition nevertheless beyond the scope of the ENVRI investigation. The data 
acquisition sub-system is typically operated at observatories or stations. Data in the acquisition sub-
system are normally non-reproducible, the so-called raw data or primary data. Consistent time-
stamps are assigned to each data object. There are the cases that the raw data may be generated by 
a simulation model, in which situation the raw data may be reproducible in terms of being 
regenerated. The (real-time) data streams sometimes may be temporarily stored (e.g., in computer 
clusters), and then sampled, filtered or processed (e.g., based on applied quality control criteria). 
Control software is often provided to allow the execution and monitoring of data flows. 

The data collected at the data acquisition sub-system are transmitted to the data curation sub-
system, to be maintained and archived there. The data curation sub-system facilitates quality control 
and preservation of scientific data. It is typically operated at a data centre. Data handled at the 
curation sub-system are often reproducible, i.e. can be re-processed. Operations such as data quality 
verification, data identification, annotation, cataloguing, and long-term preservation are often 
provided. Various data products are generated and provided for users. They, too, need to be accessed 

through the data access sub-system. There is usually an emphasis on non-functional requirements for a 
data curation sub-system including the need for satisfying performance criteria in availability, 
reliability, utility, throughput, responsiveness, security and scalability. 

The data access sub-system enables discovery and retrieval of data housed in data resources 
managed by a data curation sub-system. Data access sub-systems often provide facilities such as data 
portals, as well as services to present or deliver the data products. Search facilities including both 
query-based and navigation-based searching tools are provided which allow users or services to 
discover interesting data products. Discoveries based on metadata or semantic linkages are most 
common. In the last decade, active studies and developments have resulted in large-scale 
representative scientific digital libraries and archives created for different knowledge and data 
domains; these repositories begun to play an important role in supporting scientific studies and in 
increasing their efficiency. Basic functions of such systems consist in publishing research results or 
data acquisition campaign outputs and in enabling wide open access to them. In the scenarios we 
depicted in this document, the functional capabilities of the data repository can be extended by 
offering users the opportunity of linking information objects and declaring explicitly semantics of 
created linkages based on a given ontology; we refer to such linkages as semantic linkages. Those are 
a direct outcome of adoption of the Reference Model. 

It is supposed that the users have different motives to create, on their own initiative, binary oriented 

semantic linkages between information objects of the repository content; it is also supposed that the 
users can receive notifications about new linkages created or about changes in properties of existing 
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ones. They can also respond to such events by creating new linkages. Participants of semantic 
linkages may be scientific publications, sets of scientific data, profiles (metadata) of their creators 
and other users registered in the repository, profiles of organizations in which they work, research 
programs represented in the form of digital documents, scientific reports, reviews, project 
descriptions, ontologies of different knowledge domains, software features and their descriptions, 
specifications of metadata standards, etc.  

Data handled at the access sub-system can be either structurally and semantically homogeneous or 
heterogeneous. When supporting heterogeneous data, different types of data (often pulled from a 
variety of distributed data resources) may be converted into uniform representations with uniform 
semantics which can be resolved by a data discovery and access service. Services allowing harvesting 
of metadata and/or data, as well as services enhancing the performance by compression and 
packaging methods and encoding services for secure data transfer are often part of the data access 
sub-system. Data access can be open or controlled (e.g., enforced by authentication and 
authorisation policies). It is notable that a data access sub-system usually does not provide "write" 
operations for end users, although such operations may be provided for an administrator of a data 
resource. 

The data processing sub-system aggregates the data from various resources and provides 
computational capabilities and capacities for conducting data analysis and scientific experiments. 
Data handled by the data processing sub-system are typically derived and recombined via the data 
access sub-system. A data processing sub-system normally offers operations for statistical and/or 
mining functions for analysis, facilities for conducting scientific experiments, modelling/simulation, 
and scientific visualisation. Performance requirements for processing scientific data tend to be 
concerned more about scalability issue, which may also be necessary to address at the infrastructure 
level --for example, to make use of the Grid or Cloud technology. In this case, functionalities to 
interact with the physical infrastructure should be provided. 

Finally, the community support sub-system manages, controls and tracks users' activities and 
supports users to conduct their roles in communities. Data handled by a community support sub-
system typically are user generated data, control and communications. A community support sub-
system normally supports interactive visualisations, Authentication, Authorisation and Accounting 
(AAA), as well as managing virtual organisations. The community support is orthogonal to and cross-
cutting the other 4 sub-systems. There may be other ways to group the functional elements,. The 
main purpose for the classification is to identify the common structural characteristics of the 
environmental research infrastructures. 

3.4. EMSODEV Services Overview 

The five sub-systems map well to the architectures of the RIs studied. EMSO RI mainly focuses on 
data acquisition, curation and access. It is in fact typical of large-scale observatory systems. 

The ODP Computational Viewpoint focuses on the functionality of an infrastructure, and the service 
it offers. Dividing the structures of RIs into sub-systems helps to break down the complexity in 
analysis. Within each sub-system, a data-oriented approach was used. It follows the data life-cycle -- 
e.g. creation, transmission, transformation, modification, processing, and visualisation -- to identify 
key functions and embedded computations. 

EMSO, the European Multidisciplinary Seafloor and water-column Observatory, is a European 
consortium of sea floor observatories for the long-term monitoring of environmental processes 
related to ecosystems, climate change and geo-hazards. 

The objectives of the EMSO community are to ensure the technological and scientific framework for 
the investigation of marine environmental processes related to the interaction between the 
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4. EMSODEV SCENARIO ANALISYS  

This section focuses on how the EMSODEV Data Management Platform (as a part of the EMSO 
Research Infrastructure) maps onto the ENVRI Reference Model v2.0 [R5] (ENVRI-RM) which has 
been released on July 27, 2016. In particular, the scope of this section is limited to the design of the 
EMSODEV Data Management Platform (DMP), in terms of services and interfaces, described by using 
the ENVRI-RM Computational Viewpoint (CV); therefore, other aspects of the EMSO RI (e.g. sensors, 
EGIM, etc.) are not going to be detailed but only mentioned. 

The purpose of using the Computational Viewpoint is to identify a standard set of components and 
interfaces that the EMSODEV DMP has to address. The model does not specify how these 
interactions should be implemented – indeed, over the course of the lifetime of a research 
infrastructure, implementation may change. Nevertheless, the set of the most important interactions 
should not vary regardless of implementation changes. 

In the next sections, where the Computational Viewpoint is applied to the design of the EMSODEV 
DMP, two primary results are presented: i) the mapping of EMSODEV DMP agents and services to 
ENVRI-RM computational objects and ii) the definition of the interactions that occur when two or 
more computational viewpoint objects interfaces are bound together. In particular, the description 
of the EMSODEV DMP services is presented through the five ENVRI-RM phases (data acquisition, data 
curation, data publishing, data processing, data use) of the research data lifecycle. 

It is worthwhile to note that the pictures included in the next sections are clearly inspired by the ones 
presented in the ENVRI-RM [R5]. 

4.1. Data Acquisition Phase 

The basis for environmental research to be conducted within the EMSODEV project is the 
observation and measurement of a wide range of ocean parameters. The data acquisition phase is 
focused on the mechanisms to be put in place to allow the EMSODEV DMP to harvest data from an 
extended network of instruments (EGIMs) deployed at sea on observatories located in different 
European countries. 

 cmp DATA ACQUISITION

Instrument 
Controller

deliver raw data

      data curation

{data store controller}

retrieve data

 
Figure 2 - Data Acquisition 

The data acquisition components provide pathways by which data sources are integrated into the 
EMSODEV DMP and deliver data to suitable data stores. Data acquisition is computationally 
described as a set of instrument controllers which encapsulate the accessible functionalities of 
instruments and other raw data sources out in the field.  

The collection of raw scientific data requires coordination between the data acquisition phase (which 
extracts the raw data from instruments) and the (to be described next) data curation phase (which 
packages and stores the data). 

4.2. Data Curation Phase 

https://confluence.egi.eu/display/EC/CV+Data+Acquisition
https://confluence.egi.eu/display/EC/CV+Data+Curation
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After scientific data have been gathered, they must then be collected, catalogued and made 
accessible to all authorised users.  

Bearing this in mind, the data curation objects provide the core services required for data 
preservation and management. 

 cmp DATA CURATION

Data Store ControllerRaw Data Collector Data Exporter

Data Importer

Data Stager

Data Transfer Serv ice

Catalogue Serv ice

import data for curation export curated data

export curated data

update records import data 

for curation

import data 

for curation

deliver raw data

export curated data
stage data

      data acquisition

{instrument controller}

     data use 

{external resource}

       data use 

{external resource}

data publishing

  {data broker}

  data processing

{process controller}

retrieve data

query data

update records

prepare data transfer

retrieve data
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Figure 3 - Data Curation 

Computationally, data curation is handled by a set of data store controllers (encapsulating the 
interfaces required to use data stores within the data management platform). 
Data store controllers provide access to data stores that may have their own internal data 
management regimes (NoSQL databases, a distributed file system and a time series database in the 
context of the EMSODEV DMP). A data transfer service is able to provide data transporters (such as 
raw data collectors, data exporters, data importers or data stagers) for managing the movement of 
data from one part of the data management platform to another.  
Each data transporter establishes (multiple, persistent) data channels between instruments (data 
sources in general) and data stores.  
A raw data collector can initiate data transfer by requesting data from one or more instrument 
controllers and preparing one or more data store controllers to receive the data. 
The raw data collector is considered responsible for packaging any raw data obtained into a format 
suitable for curation - this may entail chunking data streams, wrangling data (e.g. change the format 
from XML to JSON) and associating metadata to the resulting datasets. It also registers any 
immediately apparent data characteristics in data catalogues - this is done by invoking an update 
operation on the catalogue service. 
When curated data needs to be made available to external users/systems, the data transfer service 
will configure and deploy a data exporter. This exporter will retrieve data from all necessary data 
stores, opening a data-flow from data store to an external resource; the exporter is also responsible 
for the repackaging of exported datasets where necessary – this includes the integration of any 
additional metadata or provenance information stored separately within the data management 
platform that needs to be packaged with a dataset if it is to be used independently of the platform; 
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